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Ka maksligais intelekts ietekme uznemumu
finanses? 1/19/24

Generativais maksligais intelekts (“GenAl”) ir kluvis par batisku uznéméjdarbibas instrumentu, palidzot
uznémumiem optimizét procesus, uzlabot efektivitati un mazinat izmaksas. Tomér, lai pilniba izprastu
GenAl ietekmi uz finansém, ir svarigi apskatit Si instrumenta izmaksas no dazadiem aspektiem.

Katru reizi, kad GenAl modelis sanem vaicajumu (prompt), tas darbina lielos valodas modelus, skaitloSanai
izmantojot grafiskas procesoru vienibas. Process, kura ievaditos datus apstrada, ir pazistams ka dabiskas
valodas apstrade, un datus méra zetonos (tokens). Katrs Zetons atbilst apméram Cetram anglu valodas
rakstzimém, un ar 1000 Zetoniem var apstradat aptuveni 750 vardus. Teksta generéSanai GPT-4 modelim
1000 zetoni teksta ievadei izmaksa ap 0,03 USD un 1000 zetoni teksta izvadei izmaksa ap 0,06 USD.
Pieméram, ja uznémuma ir 1000 darbinieku un katrs no tiem diena veic desmit vaicajumus, katru 300
vardu apmeéra, generéjot 100 vardu rezultatu, tad teksta generéSanas izmaksas diena bitu 198 USD -
gada ap 45 000 USD.

Izmaksu lielako daju rada GenAl modela pielagoSana (fine-tuning) konkrétajam uzdevumam vai doménam,
lai modelis denerétu vélamo rezultatu. Pieméram, GenAl modelis, kas apmacits veikt finansu analizi no
gada parskata datiem, ir japielago nodok|u piemérosanas izmainu dél. Modela pielagoSana ietver gan
modela parametru pielagoSanu, gan jaunas datu kopas izmantoSanu, lai padaritu modela izvades
precizakas attiecigas valsts nodok|u konteksta. Pieméram, OpenAl izmanto formulu, lai aprékinatu kopéjas
modela pielagoSanas izmaksas.

Kopéjas pielagosanas izmaksas ir vienadas ar pamatmaksu par 1000 zetoniem reiz zetonu skaits ievades
faila reiz modela pielagoSanai nepiecieSamo iteraciju skaits. Al terminologija iteracijas definé ka epohas
(epochs). Pieméram, ja javeic desmit iteracijas ar 50 000 zetoniem katra un 1000 Zetonu cena ir
0,008 USD (gpt-3.5-turbo modela apmacisanas maksa), tad kopé&jas pielagosanas izmaksas butu:

10 *50 000 /1000 * 0,008 = 400 USD.

Lielo valodas modelu infrastruktiras izbuve prasa ievérojamus ieguldijumus, tapéc vairums uznémumu
izvélas izmantot makonpakalpojumus, lai uz tiem darbinatu GenAl modelus. Makonpakalpojumu izmaksas
iedalas vairakas pozicijas: maksa par izmantoSanas laiku, kratuves maksa, visparéjas nozimes instances
maksa, optimizétas skaitloSanas instances maksa, cena par gada abonésanu. Lielakie publisko
makonpakalpojumu sniedzé&ji Sobrid ir Amazon Web Services, Azure, Google Cloud Platform un Oracle, un
katram no tiem cenas konkrétaja izmaksu pozicija atskiras.

Izvéloties makonpakalpojumu arhitekturu GenAl modelim, galvenais apsvérums ir, vai tas tiks darbinats uz
publiska makona, privata makona vai daudzmakonu risinajumiem. Pieméram, medicinas iestadém ir
svarigi nodrosinat pacientu datu aizsardzibu, tapéc Skietami piemérotakas butu privatas makonu kratuves,
kas sakuma var izskatities izdevigakas par publiskajam, tacu ilgtermina var novest pie papildu izmaksam
to uzturésanai un modelu atjaunoSanai.

Kopéjas GenAl izmantoSanas un pielagosanas izmaksas var atskirties atkariba no vairakiem faktoriem,
tostarp izmantotajiem pakalpojumiem un modela specifikacijam. Butiski uzsveért, ka viens no galvenajiem
faktoriem GenAl modelu veidoSana ir datu kvalitate, jo bez augstas kvalitates datiem GenAl modelis var
prasit vairakkartéju pielagosanu, tadéjadi palielinot izmaksas un resursu patérinu. Lai padaritu aprékinus
precizakus, janem véra ari darbaspéka apmaciSana GenAl lietoSana, datu droSibas pasakumi un étikas
apsvérumi. Protams, svarigi ir vienmér konsultéties ar nozares ekspertiem, lai izsvértu efektivu un
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uznémumam izdevigu GenAl izmantoSanu.

Lai uzzinatu vairak par GenAl tehnologiju, Sa gada 23. maija aicinam apmeklét PwC’s Academy bezmaksas
vebinaru “Maksliga intelekta (GenAl) izmantoSana praksé”.


https://www.pwc.com/lv/lv/training/maksliga-intelekta-genai-izmantosana-prakse.html

